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Abstract. We prove a Trotter product formula for gradient flows in
metric spaces. This result is applied to establish convergence in the
L2-Wasserstein metric of the splitting method for some Fokker-Planck
equations and porous medium type equations perturbed by a potential.

1. Introduction and statement of the main results

In the first part of [1] Ambrosio, Gigli and Savaré developed a rich theory
of gradient flows in metric spaces. In particular they studied in great detail
the following situation.

Let (X, d) be a complete metric space, and let ϕ : X → R ∪ {+∞} be
a lower semicontinuous functional which is not identically +∞. Associated
with ϕ is the Moreau-Yosida functional Φ defined for h > 0 and x ∈ X by

Φ(h, x; y) :=

{
ϕ(y) + 1

2hd
2(x, y), y ∈ D(ϕ),

+∞, otherwise,

where D(ϕ) := {x ∈ X : ϕ(x) < ∞}. In [1] conditions are given which
guarantee

(1) existence and uniqueness of a global minimizer of Φ(h, x; ·), which is
denoted by Jhx and called the resolvent of ϕ at x;

(2) convergence of sequences of iterated resolvents {(Jt/n)nx}n≥1;
(3) the validity of a certain evolution variational inequality (EVI) for

the limit.

In the second part of [1] the theory is applied to problems in the space
of probability measures where the functional ϕ can be naturally written as
the sum of two (or more) functionals ϕi, i = 1, 2. It appears that in most
cases one can associate with each ϕi a resolvent J ih. It is therefore natural
to consider the problem of convergence of sequences of iterates of the form
{
(
J2
t/nJ

1
t/n

)n
x}n≥1 provided they are well-defined and to investigate whether

the limit satisfies the EVI associated with ϕ. In this paper we give sufficient
conditions for this to be true (Theorem 1.1).
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We apply our abstract results to establish convergence with respect to
the L2-Wasserstein metric of the splitting method for Fokker-Planck equa-
tions and porous medium equations with a potential satisfying appropriate
conditions.

Let us now present the setting of the paper and state the main results.
Throughout the paper, we let (X, d) be a complete metric space. For i = 1, 2,
let ϕi : X → R∪{+∞} be a lower semicontinuous (lsc) functional satisfying

D(ϕ1) ∩ D(ϕ2) 6= ∅.

We consider the functional ϕ := ϕ1 + ϕ2 defined by

D(ϕ) := D(ϕ1) ∩ D(ϕ2),

ϕ(x) := ϕ1(x) + ϕ2(x), x ∈ D(ϕ),

and note that D(ϕ) 6= ∅, and ϕ is lower semicontinuous.
We shall impose three assumptions:

(A1) For i = 1, 2, for any h > 0 and any x ∈ D(ϕi), the following varia-
tional inequality has a solution:

find y ∈ D(ϕi) satisfying

1

2h
[d2(y, z)− d2(x, z)] +

1

2h
d2(y, x) + ϕi(y) ≤ ϕi(z) (1.1)

for all z ∈ D(ϕi).

Clearly, if y ∈ D(ϕi) satisfies (1.1), then y is a global minimizer of
Φi(h, x; ·). Since 1

2hd
2(y, z) + Φi(h, x; y) ≤ Φi(h, x; z) for every z ∈ D(ϕi),

this global minimizer is unique. We will denote the minimizer by J ihx. Notice
that for x ∈ D(ϕi) and h > 0 we have

ϕi(J ihx) ≤ ϕi(x),

as can be seen by setting z = x in (1.1).

(A2) For any h > 0 we have

(i) J1
h

(
D(ϕ1) ∩ D(ϕ2)

)
⊆ D(ϕ2),

(ii) J2
h

(
D(ϕ1) ∩ D(ϕ2)

)
⊆ D(ϕ1).

For h > 0 and x ∈ D(ϕ1) ∩ D(ϕ2) we define

Khx := J2
hJ

1
hx.

It follows from (A2) that Khx ∈ D(ϕ). In particular, it follows that Kh maps
D(ϕ) into itself.

A discretisation h is a finite sequence of positive numbers (hi)
n
i=1 ⊆

(0,∞). For k = 1, . . . , n we set

|h| := sup
1≤k≤n

hk, t0h := 0, tkh := 2

k∑
j=1

hj .

Given x ∈ D(ϕ) and a discretisation h = (hi)
n
i=1, the discrete scheme is

defined for k = 1, . . . , n by

x0
h := x, x̂kh := J1

hk
xk−1
h , xkh := J2

hk
x̂kh = Khkx

k−1
h .
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We shall associate with the discretisation the piecewise constant function
xh (resp. xh) : [0, tnh] → X which takes the values xkh at tkh, 0 ≤ k ≤ n, is

constant on the intervals (tk−1
h , tkh), 1 ≤ k ≤ n, and is right-continuous (resp.

left-continuous).
To motivate the next assumption, let us remark that, as we have seen

above, for x ∈ D(ϕi) we have ϕi(J ihx) − ϕi(x) ≤ 0, i = 1, 2, but in general
we do not have any bound for ϕ1(J2

hx) − ϕ1(x) with x ∈ D(ϕ1). The next
assumption provides some control on this quantity. For k = 1, . . . , n we set

δkh,x := [ϕ1(xkh)− ϕ1(x̂kh)]+, ∆k
h,x :=

k∑
j=1

δjh,x.

We can now state the assumption:

(A3) There exists a lsc functional χ : X → R ∪ {+∞}, not identically

+∞, such that the following holds: for any w ∈ D(ϕ) and any
h∗, T,R, U > 0 there exists K ∈ (0,∞) such that for any discretisa-
tion h = (hi)

n
i=1 satisfying

|h| ≤ h∗, tnh ≤ T, (1.2)

and any x ∈ D(ϕ) satisfying

d2(x,w) ≤ R, χ(x) ≤ U, (1.3)

we have

∆n
h,x ≤ K.

Now we are ready to state the main result of this paper.

Theorem 1.1. Assume that (A1), (A2), (A3) hold. Let T∗ > 0 and let

(hi)i≥1 be a sequence of discretisations, where hi = (hik)
ni

k=1, such that

(i) inf
i≥1

tn
i

hi ≥ T∗ and (ii) lim
i→∞
|hi| = 0.

Let x ∈ D(ϕ) and let (xi)i≥1 ⊆ D(ϕ) be a sequence satisfying

(iii) lim
i→∞

xi = x, (iv) sup
i≥1

χ(xi) <∞, (v) sup
i≥1

ϕ(xi) <∞.

Then the sequences {xihi}i≥1 and {xihi}i≥1 converge uniformly on [0, T∗]
to a continuous function u : [0, T∗] → X which satisfies u(0) = x, ϕ ◦ u ∈
L1((0, T∗);R) and

d

dt

1

2
d2(u(t), y) ≤ ϕ(y)− ϕ(u(t)) (1.4)

in the sense of distributions on (0, T∗) for any y ∈ D(ϕ).

Remark 1.2. More explicitly, (1.4) means that

−1

2

∫ ∞
0

d2(u(t), y)ζ ′(t) dt ≤
∫ ∞

0

(
ϕ(y)− ϕ(u(t))

)
ζ(t) dt

for any non-negative test function ζ ∈ C∞c ((0,∞);R). Equivalently, see, e.g,
[4], for any 0 < a < b <∞,

1

2
d2(u(b), y)− 1

2
d2(u(a), y) ≤ (b− a)ϕ(y)−

∫ b

a
ϕ(u(t)) dt. (1.5)
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Remark 1.3. Existence and uniqueness of a solution to (1.4) for x ∈ D(ϕ) has
been proved in [1, Theorem 4.0.4] under suitable coercivity and convexity
assumptions which imply (A1) for ϕ. Here we do not assume that (A1) holds
for ϕ. Therefore the existence of a gradient flow for ϕ does not follow from
the results in [1].

Remark 1.4. As we observed before, in (A3) we impose a bound for ϕ1(J2
hx)−

ϕ1(x) with x ∈ D(ϕ1). Note however that we do not assume any bound for
ϕ2(J1

hx)− ϕ2(x) with x ∈ D(ϕ2).

Remark 1.5. Convergence of the splitting method is well-known in the case
where X is a Hilbert space and each ϕi is a convex functional [2, 7]. If X is
a Hilbert space, then our assumptions are more restrictive than the ones in
[7].

Remark 1.6. It follows from the theory presented in [1], see also [3], that for

i = 1, 2, (A1) implies the existence of a semigroup of operators Sit : D(ϕi)→
D(ϕi), t ≥ 0, such that for any x ∈ D(ϕi) the function ui(t) := Sitx satisfies
(1.4) with ϕ = ϕi. It appears from its proof that Theorem 1.1 remains valid
if we replace one or both of the resolvents with the associated semigroup.

At first sight (A3) may seem difficult to verify in concrete situations.
However, the next result provides some sufficient conditions for (A3) which
are easier to state and which will be shown to be fulfilled in a number of
examples in Section 3.

Proposition 1.7. Assume that (A1) and (A2) hold and suppose that ϕ1 and
ϕ2 satisfy at least one of the following conditions:

(1) There exists c ≥ 0 such that for any h > 0 and x ∈ D(ϕ) we have

ϕ1(J2
hx) ≤ ϕ1(x) + ch;

(2) Assume that ϕ1[X] ⊆ [0,∞]. Moreover, assume that there exists
α ≥ 0 such that for any h > 0 and x ∈ D(ϕ) we have

ϕ1(J2
hx) ≤ eαhϕ1(x);

(3) Assume that ϕ2[X] ⊆ [0,∞]. Moreover, assume that there exist
α, c ≥ 0 such that for any h > 0 and x ∈ D(ϕ) we have

(i) ϕ1(J2
hx) ≤ ϕ1(x) + chϕ2(J2

hx),

(ii) ϕ2(J1
hx) ≤ eαhϕ2(x).

Then (A3) is satisfied with

(1) χ = constant, (2) χ = ϕ1, (3) χ = ϕ2.

We apply our results to the case where X = P2(Rd), the space of prob-
ability measures on Rd with finite second moment endowed with the L2-
Wasserstein metric. On this space we consider the sum of the (negative)
Boltzmann entropy and a potential energy. The associated gradient flow
corresponds to the Fokker-Planck equation [6]. We show that the conditions
of Proposition 1.7(1) are satisfied under suitable assumptions on the po-
tential, and therefore the splitting method converges in this setting. Using
(2) and (3) of Proposition 1.7, we obtain similar results by replacing the
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Boltzmann entropy by the Rényi entropy, which corresponds to the porous
medium equation [9].

The paper is organised as follows. In Section 2 we shall work in the
abstract setting of a metric space and give the proof of Theorem 1.1 and
Proposition 1.7. The applications to gradient flows in the Wasserstein space
are presented in Section 3.

Acknowledgement. We are grateful to the anonymous referee for his useful com-

ments.

2. Proof of Theorem 1.1 and of Proposition 1.7

We continue working in the setting of Section 1. In particular, we assume
throughout this section (with the exception of the proof of Proposition 1.7)
that (A1), (A2) and (A3) hold.

We will adapt the arguments from [1] where a single functional has been
considered. First we state a simple analogue of (1.1).

Lemma 2.1 (Discrete Evolution Variational Inequality). Let x ∈ D(ϕ) and
let h := (hk)

n
k=1 be a discretisation. For w ∈ D(ϕ) and k = 1, . . . , n we have

1

2hk

(
d2(xkh, w)− d2(xk−1

h , w)
)
≤ ϕ(w)− ϕ(xkh)− 1

4hk
d2(xkh, x

k−1
h ) + δkh,x.

(2.1)
In particular,

3

4hk
d2(xkh, x

k−1
h ) ≤ ϕ(xk−1

h )− ϕ(xkh) + δkh,x. (2.2)

Proof. Recall that x̂kh = J1
hk
xk−1
h . Using (1.1) we find that

1

2hk

(
d2(x̂kh, w)− d2(xk−1

h , w)
)
≤ ϕ1(w)− ϕ1(x̂kh)− 1

2hk
d2(x̂kh, x

k−1
h ),

1

2hk

(
d2(xkh, w)− d2(x̂kh, w)

)
≤ ϕ2(w)− ϕ2(xkh)− 1

2hk
d2(xkh, x̂

k
h).

Adding these inequalities, we obtain

1

2hk

(
d2(xkh, w)− d2(xk−1

h , w)
)
≤ ϕ(w)− ϕ2(xkh)− ϕ1(xkh)

+ ϕ1(xkh)− ϕ1(x̂kh)− 1

2hk

(
d2(x̂kh, x

k−1
h ) + d2(xkh, x̂

k
h)
)
.

Finally, observe that

d2(xkh, x
k−1
h ) ≤ 2d2(xkh, x̂

k
h) + 2d2(x̂kh, x

k−1
h ).

�

Our next goal is to prove some a priori estimates in Proposition 2.3. We
will use the following discrete version of Gronwall’s lemma, taken from [1,
Lemma 3.2.4]. For the sake of completeness we include the proof.
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Lemma 2.2. Let A ≥ 0, and let {an}n≥1, {τn}n≥1 be sequences of positive
numbers satisfying m := supn≥1 τn < 1 and

an ≤ A+
n∑
k=1

τkak, n ≥ 1.

Then, writing β := 1
1−m , t0 := 0, and tn :=

∑n
k=1 τk for n ≥ 1, we have

an ≤ Aβ exp(βtn−1). (2.3)

Proof. We argue by induction and observe that (2.3) clearly holds for n = 1.
Let n ≥ 1 and suppose that (2.3) holds for all 1 ≤ k ≤ n. Since, for any

n ≥ 1,

an ≤
A

1− τn
+

1

1− τn

n−1∑
j=1

τjaj ,

we obtain

an+1 ≤ Aβ + β
n∑
j=1

τjaj ≤ Aβ +Aβ2
n∑
j=1

τje
βtj−1

≤ Aβ +Aβ2
n∑
j=1

∫ tj

tj−1

eβt dt = Aβ +Aβ2

∫ tn

0
eβt dt

= Aβeβtn ,

which completes the induction step. �

Proposition 2.3 (A priori estimates). Let w ∈ D(ϕ) and h̃,K,R, S, T > 0

be given. There exist constants C, C̃ ∈ (0,∞) such that for every x ∈ D(ϕ)
and any discretisation h := (hk)

n
k=1 satisfying

|h| ≤ 1

8
h̃, ∆n

h,x ≤ K, d2(x,w) ≤ R, ϕ(x) ≤ S, tnh ≤ T,
(2.4)

we have

d2(xnh, w) ≤ C, (2.5)

3

4

n∑
k=1

1

hk
d2(xkh, x

k−1
h ) ≤ ϕ(x0

h)− ϕ(xnh) + ∆n
h,x ≤ C̃. (2.6)

Notice that, by applying the first inequality of (2.6) to the subdiscretisa-
tion (hj)

k
j=1, k = 1, . . . , n, we have

ϕ(xkh) ≤ ϕ(x0
h) + ∆k

h,x ≤ ϕ(x0
h) + ∆n

h,x (2.7)

for any k = 1, . . . , n.

Proof. It follows from (2.2) that, for k = 1, . . . , n,

3

4hk
d2(xkh, x

k−1
h ) ≤ ϕ(xk−1

h )− ϕ(xkh) + δkh,x.

Summation over k yields the first inequality in (2.6).
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For ε > 0 we obtain, setting h0 = hn+1 = 0,

d2(xnh, w)− d2(x0
h, w)

=
n∑
k=1

d2(xkh, w)− d2(xk−1
h , w)

=
n∑
k=1

(
d(xkh, w)− d(xk−1

h , w)
)(
d(xkh, w) + d(xk−1

h , w)
)

≤
n∑
k=1

d(xkh, x
k−1
h )

(
d(xkh, w) + d(xk−1

h , w)
)

≤
n∑
k=1

ε

hk
d2(xkh, x

k−1
h ) +

n∑
k=1

hk
4ε

(
d(xkh, w) + d(xk−1

h , w)
)2

≤
n∑
k=1

ε

hk
d2(xkh, x

k−1
h ) +

n∑
k=1

hk
2ε

(
d2(xkh, w) + d2(xk−1

h , w)
)

=
n∑
k=1

ε

hk
d2(xkh, x

k−1
h ) +

n∑
k=0

hk + hk+1

2ε
d2(xkh, w).

Combining this estimate with the first inequality in (2.6) (which we already
proved), we arrive at

3

4
(d2(xnh, w)− d2(x0

h, w)) ≤ ε(ϕ(x0
h)− ϕ(xnh) + ∆n

h,x)

+
3

4

n∑
k=0

hk + hk+1

2ε
d2(xkh, w).

(2.8)

For i = 1, 2, h > 0, and z ∈ X we set

Φi(h, z; y) :=

{
ϕi(y) + 1

2hd
2(z, y), y ∈ D(ϕi),

+∞, otherwise,

and

ϕ̂h(w) := Φ1(h,w; J1
hw) + Φ2(h,w; J2

hw).

The defining property of J ihw implies that

Φi(h,w; J ihw) ≤ Φi(h,w;xnh).

Adding these inequalities for i = 1, 2, it follows that

ϕ̂h(w) ≤ ϕ(xnh) +
1

h
d2(xnh, w). (2.9)

Substituting ε := h̃
2 in (2.8), and using (2.4) and (2.9), we obtain

3

4

(
d2(xnh, w)− d2(x0

h, w)
)
≤ h̃

2

(
S − ϕ̂

h̃
(w) +

1

h̃
d2(xnh, w) + ∆n

h,x

)
+

3

4

n∑
k=0

hk + hk+1

h̃
d2(xkh, w).
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Rearranging terms, using (2.4), and multiplying the inequality by 4, yields

d2(xnh, w) ≤ A+

n∑
k=0

τkd
2(xkh, w),

where A := [3R + 2h̃(S − ϕ̂
h̃
(w) +K)]+ and τk := 3

hk+hk+1

h̃
≤ 3

4 . Applying

Lemma 2.2 we obtain

d2(xnh, w) ≤ 4A exp
(

12
n−1∑
k=1

hk + hk+1

h̃

)
≤ 4A exp

(24

h̃

n∑
k=1

hk

)
≤ 4A exp

(12T

h̃

)
=: C,

which proves (2.5).
Finally, using (2.4), (2.5), and (2.9), we obtain

ϕ(x0
h)− ϕ(xnh) + ∆n

h,x ≤ S − ϕ̂h̃(w) +
1

h̃
d2(xnh, w) +K

≤ S − ϕ̂
h̃
(w) +

C

h̃
+K =: C̃.

which proves the second inequality in (2.6). �

Let x ∈ D(ϕ) and a discretisation h := (hk)
n
k=1 ⊆ (0,∞) be given. As

in [1] it will be useful to consider continuous interpolants of some relevant

quantities which are originally defined only on the discrete set (tjh)nj=0. For

this purpose we will use the (unique) function `h : [0, tnh] → [0, 1] which is

affine on each interval [tj−1, tj), j = 1, . . . , n, and satisfies `h(tjh) = 0 for
j = 0, . . . , n, and lim

t↑tjh
`h(t) = 1 for j = 1, . . . , n. We consider the function

dh,x : [0, tnh]×X → R defined by

d2
h,x(t, y) :=

(
1− `h(t)

)
d2(xh(t), y) + `h(t)d2(xh(t), y)

and the function ϕh,x : [0, tnh]→ R defined by

ϕh,x(t) :=
(
1− `h(t)

)
ϕ(xh(t)) + `h(t)ϕ(xh(t)).

Note that xh(t), xh(t) ∈ D(ϕ), since Kh maps D(ϕ) into itself, as has already
been observed before. Finally, we define the function Rh,x : [0, tnh]→ R by

Rh,x(t) :=

n∑
k=1

1[tk−1
h ,tkh)(t)

(
(1− `h(t))

(
ϕ(xk−1

h )− ϕ(xkh) + δkh,x

− 1

4hk
d2(xkh, x

k−1
h )

)
+ `h(t)

(
δkh,x −

1

4hk
d2(xkh, x

k−1
h )

))
.

The following result is an analogue of [1, Theorem 4.1.4].

Lemma 2.4 (Gradient flow approximation). Let x ∈ D(ϕ) and a dis-
cretisation h := (hk)

n
k=1 be given. For every y ∈ D(ϕ) and every t ∈

[0, tnh] \ {t0h, . . . , tnh} we have

d

dt
d2
h,x(t, y) + ϕh,x(t)− ϕ(y) ≤ Rh,x(t), (2.10)

where d
dt denotes the pointwise derivative.
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Proof. First we remark that t 7→ d2
h,x(t, y) is a piecewise affine function. As

a consequence, the derivative in (2.10) exists for t in the above-mentioned

set. For k = 1, . . . , n and t ∈ (tk−1
h , tkh) we obtain using (2.1),

d

dt
d2
h,x(t, y) + ϕh,x(t)− ϕ(y)

=
1

2hk
(d2(xkh, y)− d2(xk−1

h , y)) + ϕh,x(t)− ϕ(y)

≤ δkh,x −
1

4hk
d2(xkh, x

k−1
h ) + ϕh,x(t)− ϕ(xkh)

= δkh,x −
1

4hk
d2(xkh, x

k−1
h ) + (1− `h(t))(ϕ(xk−1

h )− ϕ(xkh))

= Rh,x(t).

�

The following estimate will be useful in the proof of Proposition 2.7 below.

Lemma 2.5. Let x ∈ D(ϕ) and a discretisation h := (hk)
n
k=1 be given. For

1 ≤ k ≤ n, ∫ tkh

0
[Rh,x(s)]+ ds ≤ |h|

(
ϕ(x0

h)− ϕ(xkh) + 2∆k
h,x

)
.

Proof. For i = 1, . . . , k and s ∈ [ti−1
h , tih) we claim that

[Rh,x(s)]+ ≤ (1− `h(s))
(
ϕ(xi−1

h )− ϕ(xih) + δih,x

)
+ `h(s)δih,x. (2.11)

Indeed, if Rh,x(s) is non-negative, this is clear from the definition of Rh,x(s).
Otherwise, if Rh,x(s) is negative, (2.11) follows from the non-negativity of

δih,x and ϕ(xi−1
h )− ϕ(xih) + δih,x, the latter being a consequence of (2.2).

Combining (2.11) with the identities∫ tih

ti−1
h

`h(t) dt =

∫ tih

ti−1
h

1− `h(t) dt = hi,

we obtain∫ tkh

0
[Rh,x(s)]+ ds =

k∑
i=1

∫ tih

ti−1
h

[Rh,x(s)]+ ds

≤
k∑
i=1

hi
(
ϕ(xi−1

h )− ϕ(xih) + δih,x
)

+ hiδ
i
h,x

≤ |h|
k∑
i=1

(
ϕ(xi−1

h )− ϕ(xih) + δih,x
)

+ |h|δih,x

≤ |h|
(
ϕ(x0

h)− ϕ(xkh) + 2∆k
h,x

)
.

�

We will now compare the discrete scheme induced by (h, x) to another
discrete scheme induced by (r, y), where y ∈ D(ϕ) and r = (rj)

m
j=1 is a
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discretisation. For this purpose we consider the continuous function d2
hr :

[0, tnh]× [0, tmr ]→ R defined by

d2
hr(t, s) := (1− `r(s))d2

h,x(t, y
r
(s)) + `r(s)d

2
h,x(t, yr(s)).

In this formula the dependence of d2
hr(t, s) on x and y is suppressed in the

notation. With this notation we have the following result:

Corollary 2.6. For all t ∈ [0,min{tnh, tmr }] we have

d2
hr(t, t) ≤ d2(x0

h, y
0
r) +

∫ t

0
Rh,x(s) +Rr,y(s) ds.

Proof. For each fixed s ∈ [0, tmr ] we obtain for all t ∈ [0, tnh] \ {t0h, . . . , tnh} by
(2.10),

∂

∂t
d2
hr(t, s) + ϕh,x(t)− ϕr,y(s) ≤ Rh,x(t).

Similarly, reversing the roles of (h, x) and (r, y), yields for fixed t ∈ [0, tmr ]
and for all s ∈ [0, tmr ] \ {t0r, . . . , tmr },

∂

∂s
d2
rh(s, t) + ϕr,y(s)− ϕh,x(t) ≤ Rr,y(s).

Noting that d2
hr(t, s) = d2

rh(s, t), we obtain by adding these inequalities, for
each t ∈ [0,min{tnh, tmr }] \ {t0h, . . . , tnh, t0r, . . . , tmr },

d

dt
d2
hr(t, t) ≤ Rh,x(t) +Rr,y(t).

Taking into account that t 7→ d2
hr(t, t) is continuous and piecewise C1, the

result follows by integrating this inequality. �

The next result contains the main estimate for the proof of the Trotter
product formula in Theorem 1.1 below.

Proposition 2.7. Let w ∈ D(ϕ) and h̃, R, S, U, T > 0 be given. There exists

a constant K̃ ∈ (0,∞) such that for all x, y ∈ D(ϕ) and all discretisations
h := (hk)

n
k=1 and r := (rj)

m
j=1 satisfying

|h| ≤ 1

8
h̃, d2(x0

h, w) ≤ R, ϕ(x0
h) ≤ S, χ(x0

h) ≤ U, tnh ≤ T ;

|r| ≤ 1

8
h̃, d2(y0

r , w) ≤ R, ϕ(y0
r) ≤ S, χ(y0

r) ≤ U, tmr ≤ T,

we have, for t ∈ [0,min{tnh, tmr }],

d2(xh(t), yr(t)) ≤ K̃
(
d2(x, y) + |h|+ |r|

)
.

Proof. Let t ∈ [0,min{tnh, tmr }] and let k, j ≥ 1 be such that t ∈ [tk−1
h , tkh) ∩

[tj−1
r , tjr), where we use the convention that tn+1

h := tnh+1 and tm+1
r := tmr +1.

To simplify notation we write

akk := d2(xkh, x
k−1
h ), ajj := d2(yjr, y

j−1
r ),

akj := d2(xk−1
h , yj−1

r ), akj := d2(xkh, y
j−1
r ),

akj := d2(xk−1
h , yjr), akj := d2(xkh, y

j
r).
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With this notation we have (using that (
∑n

i=1 bi)
2 ≤ n

∑n
i=1 b

2
i ),

d2(xh(t), yr(t)) = d2(xkh, y
j
r)

=
(
(1− `h(t))(1− `r(t)) + (1− `h(t))`r(t)

+ `h(t)(1− `r(t)) + `h(t)`r(t)
)
akj

≤ 3(1− `h(t))(1− `r(t))(akk + akj + ajj)

+ 2(1− `h(t))`r(t)(akk + akj)

+ 2`h(t)(1− `r(t))(akj + ajj) + `h(t)`r(t)akj

≤ 3(1− `h(t))(1− `r(t))(akk + akj + ajj)

+ 3(1− `h(t))`r(t)(akk + akj)

+ 3`h(t)(1− `r(t))(akj + ajj) + 3`h(t)`r(t)akj

= 3d2
hr(t, t) + 3(1− `h(t))d2(xkh, x

k−1
h ) + 3(1− `r(t))d2(yjr, y

j−1
r ).

To complete the proof, we will estimate each of the terms at the right-
hand side. Using Corollary 2.6, Lemma 2.5, Proposition 2.3 and (A3) with

h∗ = 1
8 h̃,

d2
hr(t, t)

≤ d2(x0
h, y

0
r) +

∫ t

0
Rh,x(s) +Rr,y(s) ds

≤ d2(x0
h, y

0
r) +

∫ tkh

0
[Rh,x(s)]+ ds+

∫ tjr

0
[Rr,y(s)]

+ ds

≤ d2(x0
h, y

0
r) + |h|

(
ϕ(x0

h)− ϕ(xkh) + 2∆k
h,x

)
+ |r|

(
ϕ(y0

r)− ϕ(yjr) + 2∆j
r,y

)
≤ d2(x0

h, y
0
r) + (C̃ +K)(|h|+ |r|),

where C̃ and K are the constants from (2.6) and (A3) respectively. By
another application of (2.6),

d2(xkh, x
k−1
h ) ≤ |h|

n∑
j=1

1

hj
d2(xjh, x

j−1
h ) ≤ 4

3
C̃|h|,

and similarly,

d2(yjr, y
j−1
r ) ≤ 4

3
C̃|r|,

which completes the proof. �

The following elementary lemma will be used in the proof of Theorem 1.1
below.

Lemma 2.8. Let {ai}i≥1 and {bi}i≥1 be sequences in X converging to the
same limit c ∈ X. Let {λi}i≥1 be a sequence in [0, 1], and let ψ : X →
R ∪ {+∞} be a lsc functional which is not identically +∞. Then

ψ(c) ≤ lim inf
i→∞

(
(1− λi)ψ(ai) + λiψ(bi)

)
.
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Proof. Suppose that ψ(c) ∈ R (resp. ψ(c) = +∞.) Let ε > 0 (resp. let
M > 0). Since ψ is lsc, we can find δ > 0 such that ψ(x) ≥ ψ(c)− ε (resp.
ψ(x) ≥ M) whenever d(c, x) < δ. Since ai, bi → x as i → ∞, we can take
N ≥ 1 such that d(ai, x) < δ and d(bi, x) < δ for all i ≥ N. Consequently, for
all i ≥ N we have ψ(ai) ≥ ψ(c)− ε (resp. ψ(ai) ≥M) and ψ(bi) ≥ ψ(c)− ε
(resp. ψ(bi) ≥M). It follows that (1− λi)ψ(ai) + λiψ(bi) ≥ ψ(c)− ε (resp.
(1− λi)ψ(ai) + λiψ(bi) ≥M), which implies the result. �

Proof of Theorem 1.1. Note that the sequences {xihi(t)}i≥1 and {xihi(t)}i≥1

are well-defined on [0, T∗] as a consequence of (i). Proposition 2.7, (ii) and

(iii) imply that the sequence {xihi(t)}i≥1 is a Cauchy sequence, even uni-
formly in t ∈ [0, T∗].Using the completeness of (X, d) there exists a limit u(t),

t ∈ [0, T∗], which is right-continuous. From (2.6) we have d2(xkh, x
k−1
h ) ≤

4
3 C̃hk. This implies that the sequence {xihi(t)}i≥1 converges to the same
limit u(t), t ≥ 0, which is also left-continuous on [0, T∗]. Assumption (iii)
implies that u(0) = x.

Next we show that ϕ◦u ∈ L1((0, T∗);R). Since ϕ is lsc and u is continuous,
the function ϕ ◦ u : [0, T∗]→ R ∪ {+∞} is lsc, hence Borel measurable and
bounded from below. From (2.7) we obtain for t ∈ [0, T∗],

ϕ(xihi(t)) ≤ ϕ(xi) + ∆ni

hi,xi .

Assumption (v) implies K1 := supi≥1 ϕ(xi) < ∞. Using assumption (A3)

with h∗ := supi≥1 |hi|, T := T∗ + h∗, w := x, R := supi≥1 d
2(xi, x), U :=

supi≥1 χ(xi), which is finite by (iv), we have K2 := supi≥1 ∆ni

hi,xi
< ∞.

Therefore

ϕ(u(t)) ≤ lim inf
i→∞

ϕ(xihi(t)) ≤ sup
i≥1

ϕ(xi) + sup
i≥1

∆ni

hi,xi ≤ K1 +K2.

It follows that ϕ ◦ u is bounded from above, which implies the claim.
It remains to show that (u(t))t>0 is a solution to (1.4). This will be done

by passing to the limit in (2.10). Let ζ ∈ C∞c ((0, T∗);R) be non-negative.
Take y ∈ D(ϕ) and note that, by what we just proved,

lim
i→∞

d2
hi,xi(t, y) = d2(u(t), y), uniformly on [0, T∗].

Consequently, the mapping t 7→ ζ ′(t)d2(u(t), y) is continuous (hence inte-
grable) on [0, T∗] and

lim
i→∞

∫ T∗

0
ζ ′(t)d2

hi,xi(t, y) dt =

∫ T∗

0
ζ ′(t)d2(u(t), y) dt. (2.12)

Using the second inequality of (2.6) and the lower semicontinuity of ϕ, we

infer that there exist constants C, C̃ ∈ R not depending on t ∈ [0, T∗] and
i ≥ 1 such that

ϕhi,xi(t) ≥ ϕ(xi)− C̃ ≥ C.

Since ζ is non-negative, it thus follows that the functions t 7→ ζ(t)ϕhi,xi(t)
are bounded from below, uniformly in i. Therefore we may apply Fatou’s
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Lemma to obtain

lim inf
i→∞

∫ T∗

0
ζ(t)ϕhi,xi(t) dt ≥

∫ T∗

0
lim inf
i→∞

ζ(t)ϕhi,xi(t) dt.

Applying Lemma 2.8 with ai := xihi(t), bi := xihi(t), λi := `hi(t), and
ψ := ϕ, we infer that

lim inf
i→∞

∫ T∗

0
ζ(t)ϕhi,xi(t) dt ≥

∫ T∗

0
ζ(t)ϕ(u(t)) dt. (2.13)

Combining (2.12) and (2.13), integrating by parts, using Lemma 2.4, Lemma
2.5, (2.6) and (A3), we arrive at∫ T∗

0
− ζ ′(t)d2(u(t), y) + ζ(t)ϕ(u(t)) dt

≤ lim inf
i→∞

∫ T∗

0
−ζ ′(t)d2

hi,xi(t, y) + ζ(t)ϕhi,xi(t) dt

= lim inf
i→∞

∫ T∗

0
ζ(t)

(
d

dt
d2
hi,xi(t, y) + ϕhi,xi(t)

)
dt

= lim inf
i→∞

∫ T∗

0
ζ(t)

(
ϕ(y) +Rhi,xi(t)

)
dt

≤ lim inf
i→∞

∫ T∗

0
ζ(t)ϕ(y) dt+ (C̃ +K)‖ζ‖∞|hi|

=

∫ T∗

0
ζ(t)ϕ(y) dt,

which shows in view of Remark 1.2 that (u(t))t>0 satisfies (1.4). �

Proof of Proposition 1.7. Let w ∈ D(ϕ) and h∗, T,R, U > 0 be given, and
take x ∈ D(ϕ) and a discretisation h ⊆ (0,∞) satisfying (1.2) and (1.3).

(1) Since c, hk ≥ 0 for k = 1, . . . , n, we have

∆n
h,x =

n∑
k=1

[ϕ1(xkh)− ϕ1(x̂kh)]+ ≤ c
n∑
k=1

hk ≤
1

2
cT,

which implies (A3) with χ = constant.
(2) By assumption we have ϕ1(xkh) ≤ eαhkϕ1(x̂kh) for k = 1, . . . , n, and

therefore

ϕ1(xkh)− ϕ1(x̂kh) ≤ (eαhk − 1)ϕ1(x̂kh).

Since the right-hand side is non-negative, we have

[ϕ1(xkh)− ϕ1(x̂kh)]+ ≤ (eαhk − 1)ϕ1(x̂kh).
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Moreover, it follows by induction that ϕ1(x̂kh) ≤ e
1
2
αtk−1

h ϕ1(x) for k =
1, . . . , n. Consequently,

∆n
h,x =

n∑
k=1

[ϕ1(xkh)− ϕ1(x̂kh)]+ ≤
n∑
k=1

(eαhk − 1)ϕ1(x̂kh)

≤
n∑
k=1

(eαhk − 1)e
1
2
αtk−1

h ϕ1(x) =

n∑
k=1

(e
1
2
αtkh − e

1
2
αtk−1

h )ϕ1(x)

≤ (e
1
2
αT − 1)ϕ1(x),

which proves (A3) with χ = ϕ1.
(3) Note that (i) implies that δkh,x = [ϕ1(xkh) − ϕ1(x̂kh)]+ ≤ chkϕ

2(xkh),

since chkϕ
2(xkh) is non-negative. Moreover, using (ii) and induction it fol-

lows that ϕ2(xkh) ≤ e
1
2
αtkhϕ2(x). Using these estimates we obtain

∆n
h,x ≤ c

n∑
k=1

hkϕ
2(xkh) ≤ cϕ2(x)

n∑
k=1

hke
1
2
αtkh

≤ cϕ2(x)

∫ 1
2
tnh+hn

h1

eαs ds ≤ cϕ2(x)

∫ T

0
eαs ds,

which proves (A3) with χ = ϕ2. �

3. Applications

In this section we will apply the Trotter product formula from Theorem
1.1 in several concrete situations.

The Wasserstein space. Let P2(Rd) denote the set of all Borel proba-
bility measures µ on Rd, d ≥ 1, satisfying

∫
Rd |x|2 dµ(x) < ∞. We consider

the L2-Wasserstein distance defined for µ, ν ∈P2(Rd) by

W2(µ, ν) := inf

{(∫
Rd×Rd

|x1 − x2|2 dΣ(x1, x2)

)1/2

: Σ ∈ Γ(µ, ν)

}
. (3.1)

Here Γ(µ, ν) denotes the collection of probability measures Σ on Rd × Rd
with marginals µ and ν, i.e., for all Borel sets A,B ⊆ Rd,

Σ(A× Rd) = µ(A), Σ(Rd ×B) = ν(B).

Endowed with the metric W2, P2(Rd) is a complete separable metric space.
For a Borel mapping T : Rd → Rn and a Borel probability measure µ on
Rd we write T#µ to denote the image measure on Rn defined by T#µ(B) :=
µ(T−1(B)) for a Borel set B ⊆ Rn.

The infimum in (3.1) is attained (see, e.g., [11, Theorem 4.1]). Moreover, a
celebrated result by Brenier, independently due to Rachev and Rüschendorf
and later refined by McCann, asserts that if µ is absolutely continuous with
respect to the Lebesgue measure L d, the minimizer Σ ∈ Γ(µ, ν) is unique
and can be written as Σ = (I×∇f)#µ for some convex function f : Rd → R.
We refer to ∇f as the optimal map pushing µ to ν. Detailed proofs of these
results can be found in [11, Theorems 9.4 and 10.41].
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We shall present four applications to gradient flows in the metric space
(P2(Rd),W2).

The functionals. In all of our examples below we shall consider a convex
potential V ∈ C2(Rd;R) satisfying the (strong) assumption that the Hessian
D2V is bounded, or equivalently since V is convex, that there exists c ≥ 0
such that

∆V (x) ≤ c, x ∈ Rd. (3.2)

The potential energy V : P2(Rd)→ R given by

V(µ) :=

∫
Rd

V (x) dµ(x)

is well-defined, since the assumption on the Hessian implies that |V | is of at
most quadratic growth.

We shall also consider the (negative of the) Boltzmann entropy H :
P2(Rd)→ R ∪ {+∞} given by

H(µ) :=

{ ∫
Rd ρ(x) log ρ(x) dx, µ = ρL d,

+∞, otherwise,

and the Rényi entropy F : P2(Rd)→ R ∪ {+∞} defined for m > 1, by

F(µ) :=

{
1

m−1

∫
Rd ρ

m(x) dx, µ = ρL d,

+∞, otherwise.
(3.3)

The functionals V, H, and F are lower semicontinuous on P2(Rd) (see,
e.g., [1, Lemma 5.1.7 and Remark 9.3.8]). A famous result by McCann
[8] asserts that these functionals are displacement convex, that is, convex
along geodesics in P2(Rd). In the first part of [1], an abstract theory of
gradient flows in metric spaces has been developed for functionals which are
convex along interpolating curves, not necessarily geodesics, along which
the squared distance function satisfies an appropriate convexity condition.
This condition fails for W2-geodesics, but it holds for a different class of
interpolating curves along which the functionals V, H, and F are convex as
well [1, Propositions 9.3.2 and 9.3.9]. For our purpose, it is important to
note that as a consequence (see [1, Theorem 4.1.2]), (A1) is satisfied for any
pair of functionals chosen from V, H, and F .

Moreover, the first inclusion of (A2) is satisfied in this situation, since

D(V) = D(H) = D(F) = P2(Rd).

In order to prove that the second inclusion of (A2) and (A3) hold in the
examples below, we shall use the following known result which provides
formulas for the densities of the resolvents. We let Jϕh denote the resolvent

associated with a functional ϕ defined on Rd or P2(Rd).

Lemma 3.1. Let µ ∈P2(Rd) and h > 0.

(1) We have JVh µ = (JVh )#µ. If µ = ρL d, then JVh µ = ρ1L d, where

ρ1(x) = ρ(x+ h∇V (x)) det(I + hD2V (x)), x ∈ Rd, (3.4)
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(2) We have JHh µ = ρ1L d for some ρ1 ∈W 1,1(Rd). Let T be the optimal

map pushing JHh µ to µ. Then we have

h∇ρ1(x) = (T (x)− x)ρ1(x), L d-a.e. (3.5)

(3) We have JFh µ = ρ1L d for some ρ1 ∈W 1,1(Rd). Let T be the optimal

map pushing JFh µ to µ. Then we have

h∇
(
ρ1
)m

(x) = (T (x)− x)ρ1(x), L d-a.e. (3.6)

Proof. The result follows from [1, Lemma 10.1.2. and Theorem 10.4.6]; see
also [10, Proposition 3]. For the convenience of the reader we provide a
simple direct proof of (1).

For x ∈ Rd we use the fact that JVh (x) = (I + h∇V )−1(x) to obtain

V (JVh (x)) +
1

2h
|x− JVh (x)|2 ≤ V (y) +

1

2h
|x− y|2,

for any y ∈ Rd. Take ν ∈P2(Rd) and let T be the optimal map pushing µ
to ν. Using the estimate above we obtain

V((JVh )#µ) +
1

2h
W 2

2 (µ, (JVh )#µ) ≤
∫
Rd

V (JVh (x)) +
1

2h
|x− JVh (x)|2 dµ(x)

≤
∫
Rd

V (T (x)) +
1

2h
|x− T (x)|2 dµ(x)

= V(ν) +
1

2h
W 2

2 (µ, ν),

which implies that JVh µ = (JVh )#µ. This proves the first assertion.

To complete the proof, we note that, (I + h∇V )#(JVh µ) = µ. The con-

vexity of V implies that det(I + hD2V (x)) > 0 for all x ∈ Rd, and therefore
(3.4) follows from the change of variable formula. �

Compatibility of the functionals. It has been shown in [6] that the L2-
Wasserstein gradient flow associated with the sum H+V solves the Fokker-
Planck equation

∂tρ = ∆ρ+∇ · (ρ∇V )

in an appropriate sense. Similarly, in [9] it has been shown that the gradient
flow associated with F is a solution to the porous medium equation

∂tρ = ∆ρm.

The following result shows that the assumptions of Proposition 1.7 are
satisfied in several examples.

Proposition 3.2. Let h > 0 and let c ≥ 0 be as in (3.2).

(1) For µ ∈ D(H) we have

H(JVh µ) ≤ H(µ) + ch. (3.7)

(2) For µ ∈P2(Rd) we have

V(JHh µ) ≤ V(µ) + ch. (3.8)

(3) For µ ∈ D(F) we have

F(JVh µ) ≤ e(m−1)chF(µ). (3.9)
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(4) For µ ∈P2(Rd) we have

V(JFh µ) ≤ V(µ) + c(m− 1)hF(JFh µ). (3.10)

Proof. (1) We write µ1 := JVh µ and denote the densities of µ and µ1 by
ρ and ρ1 respectively. Using the convexity of V, the inequality log det(I +
A) ≤ tr(A) which holds for any non-negative symmetric matrix A, and the
assumption on ∆V, we obtain

0 ≤ log det(I + hD2V (x)) ≤ h∆V (x) ≤ ch, x ∈ Rd. (3.11)

Lemma 3.1 implies that

H(µ) +

∫
Rd

log det(I + hD2V (x)) dµ1(x)

=

∫
Rd

log ρ(x) dµ(x) +

∫
Rd

log det(I + hD2V (x)) dµ1(x)

=

∫
Rd

log ρ(x+ h∇V (x)) dµ1(x) +

∫
Rd

log det(I + hD2V (x)) dµ1(x)

=

∫
Rd

log ρ1(x) dµ1(x)

= H(µ1).

The conclusion follows by combining this identity with (3.11).
(2) Let V + and V − denote the positive and negative part of V respectively.

Since V is convex, there exist k1, k2 ≥ 0 such that |V −(x)| ≤ k1(1+k2|x|) for
all x ∈ Rd. Since µ1 := JHh µ ∈P2(Rd), this implies that V − ∈ L1(Rd;µ1).

To show that V + ∈ L1(Rd;µ1) as well, let T denote the optimal map
pushing µ1 := JHh µ to µ, and note that by the convexity of V,

V +(x) = V (x) + V −(x) ≤ V (T (x)) + 〈∇V (x), x− T (x)〉+ V −(x).

We claim that the first two summands at the right-hand side are contained
in L1(Rd, µ1).

Indeed, since µ ∈ D(V) and µ = T#µ
1 we have V ◦ T ∈ L1(µ1) and∫

Rd

V (T (x)) dµ1(x) =

∫
Rd

V (x) dµ(x).

Furthermore, we note that the convexity of V and the upper bound on its
Laplacian imply that the Hessian of V is bounded. As a consequence, ∇V is
of at most linear growth, which in view of the fact that µ1 ∈P2(Rd) implies
that ∇V ∈ L2(Rd, µ1;Rd). Since ‖I − T‖L2(Rd,µ;Rd) = W2(µ, µ1) < ∞, it

follows that 〈∇V, I − T 〉 ∈ L1(Rd, µ1) by the Cauchy-Schwarz inequality.
This proves the claim and we conclude that V + ∈ L1(Rd;µ1).

Lemma 3.1(2) implies that µ1 = ρ1L d for some ρ1 ∈W 1,1(Rd). Using the
convexity of V and (3.5),

V(µ1) =

∫
Rd

V (x) dµ1(x)

≤
∫
Rd

V (T (x))− 〈∇V (x), T (x)− x〉 dµ1(x)

= V(µ)− h
∫
Rd

〈∇V (x),∇ρ1(x)〉 dx.

(3.12)
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We shall show that∫
Rd

〈
∇V (x),∇ρ1(x)

〉
dx = −

∫
Rd

∆V (x)ρ1(x) dx. (3.13)

Then (3.8) follows by combining (3.12), (3.13), and the condition ∆V ≤ c.
To prove (3.13), we set n(y) = y

|y| for y 6= 0, and apply the Gauss-Green

theorem in the ball BR := {x ∈ Rd : |x| < R} to write for R > 0,∫
∂BR

ρ1(y)
〈
∇V (y), n(y)

〉
dS(y) =

∫
BR

〈
∇V (x),∇ρ1(x)

〉
dx

+

∫
BR

∆V (x)ρ1(x) dx.

(3.14)

Now we observe that

〈∇V,∇ρ1〉 =
1

h
〈∇V, T − I〉ρ1 ∈ L1(Rd),

and ρ1∆V ∈ L1(Rd) as a consequence of the assumption that 0 ≤ ∆V ≤ c.
Therefore the dominated convergence theorem implies that the right hand
side of (3.14) converges as R→∞. In particular it follows that

L := lim
R→∞

∫
∂BR

ρ1(y)
〈
∇V (y), n(y)

〉
dS(y) (3.15)

exists. On the other hand, since we already showed that∇V ∈ L2(R, µ1;Rd),
it follows that ρ1〈∇V, n〉 ∈ L1(Rd), hence the coarea formula (see, e.g., [5,
Proposition 1, p.118]) implies that for a.e. R > 0,∫

∂BR

ρ1(y)
〈
∇V (y), n(y)

〉
dS(y) =

d

dR

(∫
BR

ρ1(x)
〈
∇V (x), n(x)

〉
dx

)
.

(3.16)

Combining (3.15) and (3.16) we conclude (as in e.g. [10, Proof of Theorem
1]) that L = 0, and therefore (3.13) follows from (3.14).

(3) Write µ1 := JVh µ and µ1 = ρ1L d. It follows from Lemma 3.1 that

F(µ1) =
1

m− 1

∫
Rd

(ρ1(x))m−1 dµ1(x)

=
1

m− 1

∫
Rd

(
ρ(x+ h∇V (x)) det(I + hD2V (x))

)m−1
dµ1(x)

=
1

m− 1

∫
Rd

(
ρ(y) det

(
I + hD2V (JVh (y))

))m−1
dµ(y).

(3.17)

Using the inequality det(I + A) ≤ etr(A), which holds for any non-negative
symmetric matrix A, we obtain

F(µ1) ≤ e(m−1)ch

m− 1

∫
Rd

(
ρ(y)

)m−1
dµ(y) = e(m−1)chF(µ), (3.18)

which proves (3.9).
(4) As the proof is very similar to the proof of (2), we will only give a

sketch of the argument.
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Set µ1 := JFh µ. Arguing as in the proof of (2), we infer that V − and

V + are contained in L1(Rd;µ1). Furthermore, Lemma 3.1(3) implies that
µ1 = ρ1L d for some ρ1 ∈W 1,1(Rd). Using the convexity of V and (3.6),

V(µ1) =

∫
Rd

V (x) dµ1(x)

≤
∫
Rd

V (T (x))− 〈∇V (x), T (x)− x〉 dµ1(x)

= V(µ)− h
∫
Rd

〈∇V (x),∇(ρ1)m(x)〉 dx.

As in the proof of (2), it follows that∫
Rd

〈
∇V (x),∇(ρ1)m(x)

〉
dx = −

∫
Rd

∆V (x)ρ1(x)m dx, (3.19)

and consequently,

V(µ1) ≤ V(µ) + h

∫
Rd

∆V (x)(ρ1(x))m dx

≤ V(µ) + ch

∫
Rd

(ρ1(x))m dx = V(µ) + c(m− 1)hF(µ1).

�

Remark 3.3. The estimates (3.12)–(3.13) extend a recent result by Tudo-
rascu [10, Theorem 1], who considered the special case V (x) = 1

2 |x|
2.

Theorem 3.4. In each of the following four cases, the functionals ϕ1 and
ϕ2 satisfy (A1), (A2), and (A3):

(1) ϕ1 = H and ϕ2 = V, (3) ϕ1 = F and ϕ2 = V,
(2) ϕ1 = V and ϕ2 = H, (4) ϕ1 = V and ϕ2 = F .

As a consequence, the Trotter product formula from Theorem 1.1 holds.

Proof. In case (1), Proposition 3.2(1) implies (A2)(ii) and Assumption (1)
of Proposition 1.7, hence (A3).

In case (2), Proposition 3.2(2) implies (A2)(ii) and Assumption (1) of
Proposition 1.7, hence (A3).

In case (3), Proposition 3.2(3) implies (A2)(ii) and Assumption (2) of
Proposition 1.7, hence (A3).

In case (4), Proposition 3.2(3 & 4) implies (A2)(ii) and Assumption (3)
of Proposition 1.7, hence (A3). �
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